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Problem of Long Term Dependencies
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Problem of Vanishing Gradient

The Vanishing Gradient Problem
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Formula Source: Razvan Pascanu et al. (2013)
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© GRU and LSTM
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Simple RNN
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Simple RNN
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ht—l(

T} 2t =0 (W, [hi—1,24])

z¢l
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Ty = U(Wr : [ht—laxt])
hy = tanh (W - [ry % hy_1, 34))
ht = (1—zt)*ht_1+zt*izt
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hey(” N ze =0 (W, - [he—1,24])
Ty = U(Wr : [ht—laxt])
hy = tanh (W - [ry * hy_1,3])

ht:(l—zt)*ht_l—i-zt*ﬁt
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Additional state
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LSTM
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LSTM

iy =0 (Wi-[he—1,2¢] + b;)
ét = tanh(Wc~ [ht_l,xt] + bc)
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LSTM
1

@anb> Oy = O'(WO [htﬁl,xt} + bo)
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o hy = oy * tanh (C})
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LSTM
1

@anb> Oy = O'(WO [htﬁl,xt} + bo)

[ 0
o hy = oy * tanh (C})
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—>
Ly [

Why to use tanh?
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Outline

© Bidirectional and Deep RNNs
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Deep RNNs
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Outline

© Attention Models
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Basic |dea

@ Encode each word in the sentence into a vector using RNNs.
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@ Encode each word in the sentence into a vector using RNNs.

@ When decoding, perform a convex combination of these vectors,
weighted by “attention weights".
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@ Encode each word in the sentence into a vector using RNNs.

@ When decoding, perform a convex combination of these vectors,
weighted by “attention weights".

@ Use this combination in picking the next word.

V. Mikayelyan Deep Learning December 1, 2020 17 /18



Attention Model
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