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Partial Differentiation and Gradients
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Partial Differentiation and Gradients

For a function f : R™ — R (of n variables x1,...,x,)

v
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Partial Differentiation and Gradients

For a function f : R™ — R (of n variables x1,

., X)) we define the
partial derivatives as

8f . f(x1+h7x27"'7xn)_f(x17x27"'7xn)
/ —
. of . fz1,z2,.. . zn + h) — f(x1,22,...,2Tp)
/ —
Fa0 = g () =i ! .
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Partial Differentiation and Gradients

For a function f : R™ — R (of n variables x1,
partial derivatives as

af . f(fL’l + h, x9, ..
/ —
n 0 =5 0 =

., X)) we define the

) — f(z1, 22, ..., Zp)
h

(%) = gxfn( ) :%Lr%f(xl’w27'--7wn+h})b—f(wl,xz,...,;pn)‘

The row vector

_df _[of(x) 9f(x) af (x)
Vf_alx_ 0x1 Oxy Oz,

1
GR ><n’

is called the gradient of f or the Jacobian.

v
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Partial Differentiation and Gradients

Differentiation Rules

If the functions f and g have partial derivatives, then

9 ) d
sumRle: () +a(x) =a—£g‘) + 200 a
Product Rule: oz, (f(x) - g(x)) = gg(::)g(x) + f(x) gg:)
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Partial Differentiation and Gradients

Differentiation Rules
If the functions f and g have partial derivatives, then

Sum Rule: azxi (f(x) + g(x)) :aagfj) n 8;::) a
Product Rule: oz, (f(x) - g(x)) = gg(::)g(x) + f(x) g:(:)

Find the gradient of the following functions:
a) f:R? = R defined by f(x1,z2) = (2x1 + 322)3
b) f:R3 — R defined by f(x,y,z) = 2% + 3223
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Partial Differentiation and Gradients

Differentiation Rules
If the functions f and g have partial derivatives, then

0f(x) , 99(x)

Sum Rule: 82@ (f(x) +9(x)) :aTxi + oz )
Product Rule: B, (f(x)-g(x)) = gﬂ(;:)g(x) +f(x) g;(:)

Find the gradient of the following functions:
a) f:R? = R defined by f(x1,22) = (271 + 312)3
b) f:R3 — R defined by f(x,y,z) = 2% + 3223

Given z(z,y) = % + y? where x(r,t) = rcos(t) and y(r,t) = r + 1,
: % 0z
determine the value of — and —.

ot or
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Chain Rule
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Chain Rule

Let z be a function of two variables, x,y and each of these variables x,y
be in turn functions of two variables, ¢, s.
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Chain Rule

Let z be a function of two variables, x,y and each of these variables x,y
be in turn functions of two variables, ¢, s.Then

0= _ 9201 0=y
ot dx ot Oy ot
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Chain Rule

Let z be a function of two variables, x,y and each of these variables x,y
be in turn functions of two variables, ¢, s.Then

%&y

ox

0: _0zda  0:dy _ [0z 02 |y 9
ot oz ot oyot 9y
ot
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Chain Rule

Let z be a function of two variables, x,y and each of these variables x,y
be in turn functions of two variables, ¢, s.Then

ox
0z _0z0x 0z0y _ [0z Oz| |5;| _ o.0x%
% —rrtne - =gl -
ot

Ox
0z  0z0x  0z0y 0z 0z as | _ 87x
ds _82:85+8y85 [&v ay] % = Vs
ds
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Chain Rule

Let z be a function of two variables, x,y and each of these variables x,y
be in turn functions of two variables, ¢, s.Then

0z 0z0x 020y _ [0z 0z| || _ o 0%
ot ozot oyt _[ax 8y] 8| =V=

0z 0z0x 0z 0y 0z 0z as | _ 0x
9s oros  0Oyos [ ]gy = Vags
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Given z(x,y) = 2 + y? where x(r,t) = rcos(t) and y(r,t) = rsin(t),

determine the value of % and %
ot or

by expressing z as a function of r,t and computing the partial derivatives
directly.

using the chain rule. Verify the results
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Given z(x,y) = 2 + y? where x(r,t) = rcos(t) and y(r,t) = rsin(t),

0z 40

and using the chain rule. Verify the results
ot or

by expressing z as a function of r,t and computing the partial derivatives
directly.

determine the value of

In general, assume z is a function of n variables, x1,...,x, and each of
these variables are in turn functions of m variables, t1,ts,...,t,. Then for
any variable ¢t;,7 = 1,2,...,m we have the following,

0z 0z Ox1 0z Oxo 0z Oy,

9%, or 0t 0wy 0, T 0y ot
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Given z(x,y) = 2 + y? where x(r,t) = rcos(t) and y(r,t) = rsin(t),

% and %
ot or

by expressing z as a function of r,t and computing the partial derivatives
directly.

determine the value of using the chain rule. Verify the results

In general, assume z is a function of n variables, x1,...,x, and each of
these variables are in turn functions of m variables, t1,ts,...,t,. Then for
any variable ¢t;,7 = 1,2,...,m we have the following,

0z 0z Ox1 0z Oxo 0z Oy,

9%, or 0t 0wy 0, T 0y ot

0
Find the partial derivatives —Z, i =1,2,3 of the function z(x,y) where

ot;
x =1t + 2ty +4ts and y = tll— 3to + 5t3.
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Gradients of Vector-Valued Functions

Let f : R®™ — R™ be a vector valued function.
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Gradients of Vector-Valued Functions

Let f: R™ — R™ be a vector valued function. Then for a vector
x=[z1 ... xn]T € R”, the value of the function f at point x is a
vector given as

fi(x)

Flx) = fa(x) c R

f m(X)
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Gradients of Vector-Valued Functions

Let f : R®™ — R™ be a vector valued function. Then for a vector

x=[z1 ... xn]T € R”, the value of the function f at point x is a
vector given as
fi(x)
fa(x
f(x) = &) e R™

fm(x)

Here the functions f; : R™ — R are real-valued functions.
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Gradients of Vector-Valued Functions

Therefore, the partial derivative of a vector-valued function
f:R™ — R™ with respect to z; € R,i=1,...,n, is given as the vector

of1

37

of o
= l eR™.

Ofm

ox;

V. Mikayelyan Math for ML

August 25, 2020 7/22



Gradients of Vector-Valued Functions

Therefore, the partial derivative of a vector-valued function

f:R™ — R™ with respect to z; € R,i=1,...,n, is given as the vector
of1
7
of 2
=% | er™
Afm
ox;

Hence the gradient of the vector-valued function f:R"” — R is

ofr of1

R T

of of e e
Vi=|— ... —|= ! | e R™X™

[01‘1 amn] ; :

o0x1 Tt Oxp
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Gradients of Vector-Valued Functions

Note that gradient of the vector-valued function can also be represented as

follows 5t 57 5t
, df1 of1 of1
vjl or1 0xo e Oxn,
ViE=1| ¢ | =] : Dol eR™T
Ofm  Ofm Ofm
vfm o0z O0xo Tt Oxzp

August 25, 2020

Math for ML

V. Mikayelyan



Gradients of Vector-Valued Functions

Note that gradient of the vector-valued function can also be represented as

follows )
Vh T

Vi = : =1 :
6f'VVL

Of1
O0Ln

c Rmxn

6f’rn

OTn

The Jacobian matrix is the matrix of all first-order partial derivatives of a
vector-valued function f : R® — R™. The Jacobian matrix J of f is an

m X n matrix, usually defined and arranged as follows:

gﬁ g£
of of o o af;
J:Vf:|:— —:|: 5 Jij: fz.
o0x1 Oxy, Ofm Ofm 0z
Ox1 O )
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Gradients of Vector-Valued Functions

xr

o m
JEE

Figure: The dimension of the Jacobian J¢
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Gradients of Vector-Valued Functions

xr

IENC
0O @ @@
Figure: The dimension of the Jacobian J¢

In particular, the Jacobian of a function f : R® — R!, which maps a
vector x € R™ onto a scalar, is a row vector (matrix of dimension 1 x n).
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Gradients of Vector-Valued Functions

xr

IENC
0O @ @@
Figure: The dimension of the Jacobian J¢

In particular, the Jacobian of a function f : R® — R!, which maps a
vector x € R™ onto a scalar, is a row vector (matrix of dimension 1 x n).

Find the Jacobian of the following functions:
a) f:R? =R, given by f(x) =z1 + 73
b) f:R2 — R3, given by f(x) = [211, T122, 71 + 372

]T
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Gradients of Vector-Valued Functions

Consider the vector valued function f : R? — R? given by

£(x) = f(z, y) = [ f’;y} .
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Gradients of Vector-Valued Functions

Consider the vector valued function f : R? — R? given by

£(x) = f(z, y) = [ f’;y} .
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Gradients of Vector-Valued Functions

Consider the vector valued function f : R? — R? given by

£(x) = f(z, y) = [ f’;y} .

Note that the image of the [0, 1]? (the blue square) is the rectangle
[0, 3] x [—2,0] (depicted in red). The quotient of the areas of the

wfs )

rectangle and the square is 6 and it is equal to | det J¢| = 0 92
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Gradients of Vector-Valued Functions
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Gradients of Vector-Valued Functions

A nonlinear map f: R? — R? sends a small square (left, in red) to a
distorted parallelogram (right, in red). The Jacobian at a point gives the
best linear approximation of the distorted parallelogram near that point
(right, in translucent white), and the Jacobian determinant gives the ratio
of the area of the approximating parallelogram to that of the original
square.
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Gradients of Vector-Valued Functions

Find the gradient of the vector-valued function f : R?> — R2, given by

=[; 32
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Gradients of Vector-Valued Functions

Find the gradient of the vector-valued function f : R?> — R2, given by
£ (X) . 1 2 o
- 3 4 T2 ’

Example

Prove that the Jacobian of the vector-valued function f : R™ — R™ . given
by f(x) = Ax, where A € R™*™ and x € R" is
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Gradients of Vector-Valued Functions

Find the gradient of the vector-valued function f : R?> — R2, given by
£ (X) . 1 2 o
- 3 4 T2 ’

Example

Prove that the Jacobian of the vector-valued function f : R™ — R™ . given
by f(x) = Ax, where A € R™*™ and x € R" is the matrix A, i.e.

Je = A
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Gradients of Vector-Valued Functions

Chain Rule (Matrix form)
Let g : R” — R™ and f : R™ — R” are differentiable functions, then

Jeog(a) = Je(g(a))Jg(a), a€cR™
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Gradients of Vector-Valued Functions

Chain Rule (Matrix form)
Let g : R” — R™ and f : R™ — R” are differentiable functions, then

Jeog(a) = Je(g(a))Jg(a), a€cR™

Note that Jeog(a) € RF¥*", Je(g(a)) € RF*™, and Jg(a) € R™*".
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Gradients of Vector-Valued Functions

Chain Rule (Matrix form)
Let g : R” — R™ and f : R™ — R” are differentiable functions, then

Jeog(a) = Je(g(a))Jg(a), a€cR™

Note that Jeog(a) € RF¥*", Je(g(a)) € RF*™, and Jg(a) € R™*".
Equivalently, if z = f(y) and y = g(x) then

0z _ on.0y

0x Oy ox’
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Gradients of Vector-Valued Functions

Chain Rule (Matrix form)

Let g : R” — R™ and f : R™ — R” are differentiable functions, then

Jfog(a) = Jf(g(a))']g(a)7 acR"
Note that Jeog(a) € R¥*™ J¢(g(a)) € R¥*™, and Jg(a) € R™*",
Equivalently, if z = f(y) and y = g(x) then

os _ondy
ox Oy ox’

Example
Find the Jacobians of the functions f og and go f, where f : R? —» R,

t
given by f(x) = z1 + 3 and g : R — R? given by g(t) = [:2] .
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Gradients of Vector-Valued Functions

oxT Bx . oxTx

Using the formula = xT(B + BT) deduce that
ox X
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Gradients of Matrices

Scalar y Vector y (size m)
Notation Type Notation Type
Scalar z gg scalar gi’ size-m col. vector
Vector x (size n) g}’( size-n row vector gi m X n matrix
Matrix X (size p x q) g)y( P X ¢ matrix gg& m x (p X q) tensor
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Gradients of Matrices

Scalar y Vector y (size m)
Notation Type Notation Type
Scalar x g—g scalar ?)Z size-m col. vector
Vector x (size n) gf’( size-n row vector gi m X n matrix
Matrix X (size p x q) g)y( P X ¢ matrix g){ m x (p X q) tensor

(Gradient of Scalars with respect to Matrices) Let

y = y(X) = tr(X), where X € RP*P,

oy
Find th dient ——
ind the gradien X
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Gradients of Matrices

Example

(Gradient of Vectors with respect to Matrices)
Let v € R? be a fixed vector and f : RP*?7 — RP be a function given by

f(X) = Xv, where X € RP*9.

Find the gradient g_)y( of the function y = f(X).
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Gradients of Matrices

Matrix (size m x k)
Notation Type

Scalar z %—l{ m X k matrix
: oY
Vector x (size n) S (m X k) X n tensor

Matrix X (size p x q) | §x (m x k) x (p x q) tensor
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Gradients of Matrices

Matrix (size m x k)
Notation Type

Scalar z %{ m X k matrix
: oY
Vector x (size n) S (m X k) X n tensor

Matrix X (size p x q) | §x (m x k) x (p x q) tensor

Example

(Gradient of Matrices with respect to Matrices)
Let £ : RP*2 — R9%? pe a function given by

f(X) = XT'X, where X € RPX.

Find the gradient 8% of the function = f(X).

V. Mikayelyan Math for ML August 25, 2020 17 /22



Useful Identities for Computing Gradients

g T (X))

o307 = (25

0 of(X)

a0 e (25E))

i det10) = den( 0 (100202
O g (X)L

eI 0 = = X0

0a"X'b —INT 3T —I\T
e = (X ) Tab (X7

ox'a .

ox

da'x o

ox

da" Xb T

X =ab

8%5“” —2"(B+B')

(%(:L‘ — As)"W(z — As) = —2(z — As)'WA for symmetric W
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Limits of Multivariable Functions

Let a € R™ and ¢ > 0. Denote B (a,e) = {x € R" : ||z — al| < €}.
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Limits of Multivariable Functions

Let a € R™ and ¢ > 0. Denote B (a,e) = {x € R" : ||z — al| < €}.

Definition

Let f: X - R™, X CR" a€R"” and A € R™. We will say that
liin f(x) = A if for all ¢ > 0 there exists § > 0, such that from
T—a

0< |l —alln <d,xeX, follows that || f (x) — Allm < €.
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Limits of Multivariable Functions

Let a € R™ and ¢ > 0. Denote B (a,e) = {x € R" : ||z — al| < €}.

Let f: X - R™, X CR", a € R" and A € R™. We will say that
ligl f(x) = A if for all ¢ > 0 there exists § > 0, such that from
T—a

0< |l —alln <d,xeX, follows that || f (x) — Allm < €.

Definition

Let f: X xY =R, X,Y CR, (z0,90) € R? and A € R. We will say

that Ili_)rgo f(x) = A if for all ¢ > 0 there exists § > 0, such that from
Y—Yo

|z — o] <6, |y —yo| <6, (xo,y0) # (0,0),2 € X,y €Y, follows that

f(2)— Al <.
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Limits of Multivariable Functions

If li_)mo f(z,y) = A and ILm f(z,y) =@ (y) forally €Y, y # yo, then
T—T T—T0

Y—Yo

lim ¢ (y) = lim lim f(z,y) = A.

Y—Yo Y—Yo T—T0
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Limits of Multivariable Functions

If li_)mo f(z,y) = A and ILm f(z,y) =@ (y) forally €Y, y # yo, then
T—T T—T0

Y—Yo

lim ¢ (y) = lim lim f(z,y) = A.

Y—Yo Y—Yo T—T0

Example

Q f(zy) = wsmi, (20, 30) = (0,0),
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Limits of Multivariable Functions

If li_)mo f(z,y) = A and ILm f(z,y) =@ (y) forally €Y, y # yo, then
T—T T—T0

Y—Yo

lim ¢ (y) = lim lim f(z,y) = A.

Y—Yo Y—Yo T—T0

Example
1
Q f(z,y) = wsing, (0, %0) = (0,0),
0, if ,
® f(ry)= {1 T (mw) = (0,0)
, ifx=y
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Differential

Let f: X — R, X C R? and (¢, o) is an interior point of X.
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Differential

Let f: X — R, X C R? and (zg, o) is an interior point of X.

Definition

f is called differentiable at the point (x,yo) if there exists A, B € R such
that

f(xo + Az, y0 + Ay) = f (z0,90) + AAx + BAy+o(p),p — 0,

where p = \/ Ax? + Ay2.
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Differential

Let f: X — R, X C R? and (zg, o) is an interior point of X.

Definition

f is called differentiable at the point (x,yo) if there exists A, B € R such
that

f(xo + Az, y0 + Ay) = f (z0,90) + AAx + BAy+o(p),p — 0,

where p = \/ Ax? + Ay2.

If partial derivatives of the first degree of f are continuous at (xo,yo) then
it is differentiable at (x,y0). The inverse is not true.

V. Mikayelyan Math for ML August 25, 2020 21/22



Differential
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Differential

Definition

df (xo,y0) = % (xo,y0) Az + g—i (z0,y0) Ay is called differential of f.
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